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Executive summary

The first part of this study presents a model predictive control (MPC) for an active power
control, in which the total wind farm power production is required to follow a power reference
signal provided by the transmission system operator (TSO). Specifically, the proposed predictive
control takes into account the wind flow predictions within a wind farm using a dynamic flow
model. The dynamic flow model is developed based on Fuga, which is a linearized computational
fluid dynamics (CFD) model. By the Taylors’ frozen turbulence assumption, assuming the wake
as a mass of air travelling downwind with a mean wind speed, the dynamic Fuga can model the
wake propagating downstream with respect to changes in control variable, which is the turbine
power cofficient in this case, and changes in wake-free ambient wind speeds. The dyanmic Fuga
model can provide fast, accurate and time-varying wind flow predictions within a wind farm,
which is essential for model predictive control. The proposed MPC algorithm is then evaluated
in a wind farm with three turbines in a row, showing remarkable tracking performance in cases
where the wind speed is sufficiently high to produce the required power by the TSO. In a low wind
speed case where the power available in the wind is not sufficient to meet the power requirement
by the TSO, the MPC managed to track the power reference by the TSO as close as possible.

The second part of this study presents a closed loop methodology for wind farm power
maximisation. By steering the wakes of upstream turbines away from downstream turbines
through yaw control, the total power produced by a wind farm can be increased. The closed
loop methodology consists of an analytical wake model coupled with a high fidelity Large Eddy
Simulations (LES) suite. Through feedback quasi-static control, measurements are taken from
the LES domain which serve as inputs for the wake model, which in turn is used as a state
model to optimize the farm performance. The framework also consists of online calibration to
improve model predictions for different wind directions and atmospheric conditions. Comparisons
are made against open-loop control, with previous power maximisation simulations with the
TotalControl Reference Wind Power Plant (TC RWP) serving as a reference.
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1 Model predictive control based on Fuga

1.1 Introduction

Placing wind turbines in wind farms closely can reduce the use of lands and costs of installation,
operations and maintenance. However, when wind turbines are installed in close proximity, the
downstream turbines are likely to be subject to the wake generated by the upstream turbine.
These complex interactions cause a loss in wind velocity (wake velocity deficit) and increase the
turbulence (added turbulence) for the downstream turbine, leading to decreased power capture
and accelerated structural degradation. These challenges motivate the research of wind farm
control, coordinating the operation of the turbines to mitigate the wake effect.

There are three main control objectives in wind farm control: (i) to increase the energy yield;
(ii) to reduce structural loads of turbines; and (iii) to provide ancillary service to the electrical
grid. One of the ancillary service examples to improve the grid reliability is secondary frequency
regulation, in which the wind farm tracks the power reference provided by transmission system
operators (TSO) [1]. The task is also known as power tracking [2] or active power control [1].
The power tracking can stabilise the grid frequency or provide a power reserve allowing for a
fast response to changes in demand from the grid. Since the power reference signal is below
the maximum available power in the wind, there exist a number of solutions for the tracking
problem. Thus, besides minimising the tracking error, additional objectives can be considered
in the wind farm control, for example, to alleviate the turbine structural loads, increase the
wind farm available power/power reserve, minimise the rate of change in power commands to
the turbine.

One of the earliest studies in wind farm power tracking are conducted by [3], where the wind
farm controller distributes the turbine power set-points proportionally based on the available
power at each turbine. This method is adopted by many later works (e.g. [4], [5]). Some studies
investigated the possibility to provide ancillary service on the turbine level [1][6] [7] [8][9]. Later,
unlike the earliest approach, a study by [10] proposed a wind farm controller that exploits the
proportional-integral (PI) control structure. The tracking error between the power reference from
the grid and power generation by the wind farm is directly fed back to the controller in order to
compute the power set-point for each turbine. This method is then validated in a study by [11]
on a scaled turbine in a wind tunnel. Some follow-up studies [12] [13] incorporate an additional
PI loop to reduce turbine structural fatigue loads. These conventional control methods might
result in multiple loops that require heavy tuning. Furthermore, multiple control objectives,
constraints and advanced information cannot be incorporated into the design systematically.

Therefore, the development of model predictive control (MPC) for active power control prob-
lem is motivated, in which MPC can handle multiple control objectives, constraints and upcoming
information. In general, MPC selects the predicted future control inputs based on the optimiza-
tion of a performance criterion subject to the need for system predictions to satisfy constraint
requirements. System predictions are obtained using a mathematical model of the system as
well as measurements of the outputs at each sample. In the context of active power control,
the models need to describe turbine dynamics and/or wind farm flow dynamics. Of many MPC
strategies in active power control have been published in recent years, most can be grouped
into two distinct classes, characterised by whether a wake model is incorporated in the MPC
formulation.

The popular approach solves the power tracking problem using MPC with no wake model,
where the controller is formulated solely based on turbine dynamics. The real-time measurement
of turbine power outputs or wind speeds at turbines provides a feedback mechanism, ensuring
the tracking error is minimised. One of the earliest studies using this approach is by [14], where a
hierarchical wind farm controller that consists of two levels of controllers at different time-scale is
developed for tracking the power reference. These controllers are formulated around a constant
operating point/wind speed. A follow-up study [15] takes into account the turbine structural
loads by minimising the variations in rotor thrust. Similarly, studies by [16, 17, 18] explored the
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possibility of distributed MPC implementation on the active power control problem. Notice that
all of these MPC wind farm controllers are validated in a simplified wind farm model [5]. Later,
a study by [19] developed an MPC formulation based on an assumption that the wind speed
at turbines is constant over the prediction horizon. The approach is validated in large-eddy
simulation (LES). A follow-up study [2] extends the implementation to a stochastic framework.
In [20], turbine structural loads are taken into account.

The assumption that the wind speeds at turbines are constant over the prediction horizon
is valid as long as the horizon only covers a relatively short period of time (e.g. a few second).
However, for a longer time horizon, there would exist mismatches between the model prediction
and true system behaviour. Thus, control decisions based on an optimization of an inaccurate
prediction could be poor. In a long time-scales (e.g. tens of seconds), turbines experience sig-
nificant impact on each other through the wake interactions. Incorporating this strong coupling
in the model is crucial for an effective MPC performance. Modelling of the dynamics of flow in
a large-scale wind farm is computationally challenging. Developed engineering models such as
Jensen-Park model and Frandsen wake models offer fast but steady-state wake predictions. A
typical power reference signal could vary in a time-scale of a few seconds, for example, RegD
[21]. Using these static models results in an MPC with slow sampling period in the order of
minutes, which cannot respond to the fast changes in the power reference. For example, a study
by [22] developed a distributed MPC based on a Jensen-Park and Gaussain wake model with
a sample period of 52s and validated in FLORIS [23]. A 2D dynamic wake model WFSim is
developed based on a 2D Navier Stokes equations [24]. Since the model is in a nonlinear de-
scriptor state-space form, a study by [25] exploited the adjoint-based gradient method to find
the optimal power set-point in the nonlinear framework. An execution time of 7 seconds for
each time step is reported for a wind farm with six turbines in [26]. A study by [27] developed
a dynamic flow model based on the static Frandsen wake model and used an MPC in [28]. The
approach requires linearization around the turbine instantaneous wind speed, which might be
inaccurate for a long prediction horizon.

Therefore, a computationally efficient MPC and wake model are needed for the active power
control problem. In this work, we propose efficient model predictive control based on a dynami-
cally propagated flow model. Specifically, the dynamic wake model is developed based on Fuga
[29], a linearised computational fluid dynamics (CFD) Reynolds-averaged Navier-Stokes (RANS)
wake model, which provides extremely fast static wake predictions. Similar to [30], the proposed
dynamic flow model incorporates the time propagation of the control variable into Fuga and
together with the turbine dynamics, a fast linear parameter-varying (LPV) model is formed. To
solve the optimization problem with a LPV model, an efficient MPC is synthesized where the
nonlinear problem can be solved rapidly by a series of quadratic programs at each time step.

1.2 Control-oriented modelling

This section presents the modelling of turbines and the dynamic Fuga model that describes the
wind flow in a wind farm.

1.2.1 Turbine modelling

Considering a wind farm with NT turbine, the electrical power P generated by the j-th turbine
is given as follows:

Pj =
1

2
ρπr2v3jCp,j(λj , θj) (1)

where ρ, r ∈ R are the air density and blade length whilst vj are the wind speed at turbine
j. The power coefficient, Cp,j is a function of the pitch angle θj and tip-speed ratio λj :=

ωjr
vj

,

where ωj is the rotor speed. The turbine derating strategy has a large impact on the wake effect
in a wind farm, thus resulting in different power and structural cost function. In the follwoing
section, the turbine controller and derating operation are discussed.
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Figure 1: Normalised wind turbine mean electrical power, torque, blade pitch and rotor speed
curves as a function of wind speed for different derating percentages [32].

1.2.2 Basic turbine controller

Basic wind turbine controllers typically consist of the generator torque and blade pitch con-
trollers. The generator torque control law is defined as follows:

τg(t) =


Koptω(t)

2, if θ(t) ≤ θs, (2a)

Prated

ω(t)
, if θ(t) ≥ θs, (2b)

τg(t) ∈ [τg, τ̄g], (2c)

The operating conditions are dependent on the switching parameter of the pitch angle θs. In
below-rated wind condition (2a), the generator torque controller maximises the turbine power by
tracking the optimal tip-speed ratio with the optimal gain Kopt ∈ R, whilst in the above-rated
wind condition (2b), the controller maintains the power at the rated value Prated ∈ R. The
generator torque is constrained by the minimum and maximum limits denoted as τg, τ̄g ∈ R. For
brevity, the aspects of how the controller (2) handles transitions around the start-up and the
rated rotor speed are omitted from this paper and more details can be found in [31].

The blade pitch controller is typically designed as a gain-scheduled proportional-integral (PI)
controller, defined as follows:

θ(t) = fPI(ω(t)− ωrated), θ ∈ [θmin, θmax], (3)

The PI control law fPI : R → R drives the rotor speed to the rated value ωrated ∈ R and
typically, it is gain-scheduled by the pitch angle (e.g. [31]), whilst the pitch angle is limited by
θmin, θmax ∈ R.
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1.2.3 Down-regulation strategies

The power produced by a turbine is a product of the generator torque and the generator speed.
Down-regulation can be achieved by either manipulating the generator torque or rotor speed
set-point [6]. Therefore, a number of derating strategies exist in the literature [9]. This work
considers torque-based down-regulation strategies, which is also known as Max-Omega strategy.

The torque-based strategy performs turbine down-regulation by changing the generator torque
input solely. To implement the torque-based strategy, a new maximum torque limit τ̄g,derated ∈ R
is imposed on the generator torque in (2c), defined as follows:

τ̄g,derated =
Pderated

ωrated
=

δPrated

ωrated
, (4)

where Pderated ∈ R denotes the derated power and the derating set-point δ is defined as a
percentage of the rated turbine power. One of the benefits of such a strategy is that during
power curtailments, the rotor speed is operating at rated and thus reserving the maximum
amount of spinning energy for providing fast frequency response support to the grid [33]. As
soon as the nominal rotor speed is reached, the blades are pitched towards feathering to reduce
the power to the desired level. Figure 1 shows the steady-state turbine operational pitch angle
and rotor speed, as well as the electrical power output and generator torque at different derating
set-points.

1.2.4 Flow modelling

The wind speeds vj experienced by downstream turbines in a wind farm are subject to com-
plicated interactions. These wind speeds depend on the past control actions of the upstream
turbines and the past free-stream wind speed v∞. Fast steady-state predictions can be obtained
with static models such as Fuga [29]. To compute the turbine power output prediction within a
time scale of one minute, static model prediction is not sufficient and it is crucial to incorporate
the propagation effect of the control actions and ambient wind speeds.

Fuga is a linearized computational fluid dynamics (CFD) Reynolds-averaged Navier-Stokes
(RANS) wake model, which is extremely fast to compute the stationary flow within a wind farm.
The governing Navier-Stokes equations are consistently linearized using a perturbation expan-
sion and subsequently retaining the first-order terms. Thus, mass and momentum conservations
are both identically satisfied to first order; and the resulting flow fields are divergence free, as
they should be for an assumed incompressible flow. The resulting equations are in turn conve-
niently formulated and solved in a mixed-spectral domain for efficiency reasons. The velocity
perturbation around a single turbine in the physical domain is derived from Fourier components
of the mixed-spectral solution using a fast inverse Fourier integral transform and stored in a sys-
tem consisting of both general and turbine-specific look-up tables, which facilitates the extreme
computational speed of the model prediction. Given the merit of being a linear model, Fuga
can easily superimpose wakes from multiple upstream turbines to form the flow field further
downstream. The Fuga model has been validated with full-scale measurements [34, 35].

The proposed dynamic Fuga model is a state-space model that consists of the static nonlinear
mapping (Fuga) describing the steady-state flow prediction in a wind farm and a dynamic model
that describes the propagation of control variables and wake-free wind speeds. The static map-
ping between thrust coefficients Ct and downstream wind speeds v provided by Fuga is defined
as follows:

vx = f(v∞,Ct) (5)

where v∞ denotes the upstream wake-free wind speed, Ct := [Ct,1, Ct,2, · · · ] denotes the thrust
coefficients of the upstream turbines and x is the location of the observation point. Notice
for the wind speed at a given turbine, it is only necessary to consider the upstream thrust
coefficients. Given that a typical turbine considers the power set-point (derating signal) δ as an
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Figure 2: Simple turbine model in PyWake that describes the electrical power and thrust coef-
ficient Ct in terms of derating level δ.

input, it is more convenient if (5) is a function of the power set-point. The relationship between
power set-point and thrust coefficient is turbine-dependent. Figure 2 shows an example of the
relationship of DTU10MW. The nonlinear turbine-dependent relationship can be represented as
look-up tables

Ct,j = g(δj , vj) (6)

An open-source framework for wind farm design, PyWake, can handle the Fuga wake model and
the turbine relationship. Thus, the static Fuga model with an input space as the power set-point
can be described as follows.

vx = h(v∞, δ) (7)

where δ := [δ1, δ2, · · · ]T ∈ RNT denotes a vector of derating signals of all turbines in a wind farm.

A dynamic wind flow is a function of the past and current turbine control actions and wake-
free wind speeds. To incorporate the time propagation into the static model Fuga, a vector is
defined to store the past power set-point and wake-free wind speeds v∞← k

, as follows:

δ←(t) = [δ(t−∆t), δ(t− 2∆t), · · · , δ(t−Np∆t)], (8)

v∞← (t) = [v∞(t−∆t), v∞(t− 2∆t), · · · , v∞(t−Np∆t)], (9)

where ∆t is the sampling period and Np is the number of observation points.

Figure 3 depicts the formulation of dynamic Fuga. The dynamic Fuga model relies on the
concept of the Dynamic wake meandering (DWM) model [36], that shows the wake centre can be
considered as a passive tracer which moves downstream with the mean wind speed. Therefore,
at each given point downstream, the wind speed is defined by the past thrust coefficient of the
upstream turbines and past wake-free wind speed. Let’s take three turbines as an example in
Figure 3. First, the stream-wise distance between observation points ∆x needs to be defined and
subsequently, the sampling period ∆t of the model is determined by ∆x/v̄∞. Second, from the
vectors of time-delayed input (8), the wind speeds at each observation point can be computed
using the static model Fuga. Notice the wind speed evaluation can also be extended in the lateral
direction.
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Figure 3: Schematic of Dyanmic Fuga. Propagation of the control variable δ and ambient wake-
free wind speed v∞ is taken into account in the wind flow predictions.

The state-space formulation of the dynamic Fuga model can be expressed as follows:[
δ←(t+∆t)

v∞← (t+∆t)

]
=

[
Dl 0
0 Dl

] [
δ←(t)

v∞← (t)

]
+

[
E
E

] [
δ(t)
v∞(t)

]
, (10a)



vx1
(t)

vx2
(t)
...

vxn
(t)

vxn+1
(t)

...


=



h
(
v∞

(
t− x1−x0

v̄∞

)
, δ1

(
t− x1−x0

v̄∞

))
h
(
v∞

(
t− x2−x0

v̄∞

)
, δ1

(
t− x2−x0

v̄∞

))
...

h
(
v∞

(
t− xn−x0

v̄∞

)
, δ1

(
t− xn−x0

v̄∞

))
h
(
v∞

(
t− xn+1−x0

v̄∞

)
, δ1

(
t− xn+1−x0

v̄∞

)
, δ2

(
t− xn+1−xn

v̄∞

))
...


(10b)

where x0, xn denote the location of the front turbine and the first downstream turbine in a wind
farm. The shaft matrix Dl ∈ RNTNp×NTNp and E ∈ RNTNp×NT are defined as follows.

Dl =


0 0 · · · 0 0
I 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0

 , E =
[
I 0 0 · · ·

]T
(11)

Alternatively, the state-space model (10) can be expressed as follows:

xf,k+1 = Afxf,k +Bfuf,k, (12a)

vk = hf (xf,k). (12b)

To illustrate the effectiveness of the model, Figure 4 shows a steady wind flow of 10 m/s
passing through a wind farm with three turbines. All three turbines are following a square-wave
derating signal and down-regulating periodically out of phase as shown in Figure 5. Initially
in Figure 4a, the first two turbines are operating at full power, creating a significant velocity
deficit downstream, whereas the last turbine (turbine 3) turns off and no wake is generated. In
Figure 4b, the wake generated by turbine 1 and 2 is propagated downstream. In particular,
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(a) y = x (b) y = 3sinx

(c) y = 5/x (d) y = 5/x

Figure 4: Demonstration of dynamic Fuga. The wake taking into account the control variable
and ambient wind speed is propagating downstream at each time step.

Figure 5: The control signal used in the demonstration of dynamic Fuga.

turbine 2 was off for a period and the wake is still moving toward turbine 3, which cannot be
realised solely by the static Fuga alone. In Figure 4c, the wake generated by turbine 1 passed
through turbine 2 and in Figure 4d, it can be seen that the wake generated by turbine 1 is
superimposed on the wake generated by turbine 2.

1.3 Model predictive controller

This section presents a linear parameter-varying representation of the model that is used in the
MPC and then followed by a nonlinear MPC formulation.

1.3.1 Linear parameter-varying representation of the control-oriented models

The turbine and dynamic Fuga model can be represented in a linear parameter-varying (LPV)
form as follows:

xk+1 = Axk +B(vk)uk (13)

yk = Cxk (14)

where x := [P1, P2, · · · ]T ∈ RNT is the state vector containing the power output of each tur-
bine (1). The input vector u ∈ RNT contains the power coefficient Cp of each turbine and yk is
the output, which is the total power output of the wind farm. Assuming a slow sample period
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Figure 6: Schematic of the MPC for active power control problems.

(e.g. 5s), the dynamics of the power output can be assumed to be constant. The system matrices
A ∈ RNT×NT , B ∈ RNT×NT , C ∈ R1×NT are defined as follows:

A =

0 · · · 0
...

. . .
...

0 · · · 0

 , B(vk) =


1
2ρπr

2v31η · · · · · · 0
0 1

2ρπr
2v32η · · · 0

...
...

...
...

 , C =
[
1 1 · · ·

]
(15)

The parameter (wind speed at each turbine) vj can be predicted using the dynamic Fuga
model (12). For the dynamic Fuga model, the input (Power coefficients) of (13) needs to be
mapped into derating signals for the dynamic Fuga model.

δj =
1

2
ρπr2v3jCp,jη/Prated (16)

1.3.2 Formulation of model predictive control

Figure 6 depicts the MPC desgin for active power control problems. The control task of the
MPC is to track the power reference Pref,k or a sequence of future power reference Pref→ k

if the

reference is available in advance. Also, fatigue load reduction also can be part of the control
task. MPC computes the future input sequence u→k

by solving an optimization problem that

takes into account the model prediction, performance index, and constraints. The first input u
from the input sequence is applied to the turbine after converting into turbine power set-points
via a mapping. The prediction model consists of turbine dynamics and flow dynamics and it
takes into account the measurements y from turbines in the wind farm. The measurements
can be electrical power and/or tower-base moment if fatigue load reduction is considered in the
control objective. In the flow model, the wind speeds at downstream turbines are influenced by
the earlier control actions of the upstream. Thus, a storage is employed to store the previous
control variables.

Considering a wind farm with the number of turbines denoted by NT ∈ Z, an MPC for active
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power control problem can be formulated as follows:

min
u→k

nc∑
i=0

eTi|kei|k (17a)

s.t. ei|k = Pref,k −
NT∑
j=0

Pj,i|k, (17b)

Pj,i|k =
1

2
ρAuj,i|kv

3
j,i|kη, j = {1, ·, NT}, (17c)

vj,i|k = f(u←k
, u→k

, Ū∞← k
, Ū∞→ k

), (17d)

Pj,0|k = Pk, (17e)

Pj,i|k ≤ Prated, uj,i|k ≤ Cp,max, ∆Pj,i|k ≤ ∆Pmax, ∀i, j. (17f)

where k ∈ Z is the current time step and j ∈ Z denotes the index of the turbine. The notation i|k
denotes i steps ahead prediction from the current time k. Eq (17a) and (17b) express the control
task to minimise the error e between the power reference Pref and electrical power prediction P .
The control variable u is the power coefficient Cp. In Eq (17c), ρ,A, η denote the air density, rotor
swept area and conversion efficiency. The wind speeds at turbines v are a function of the past
and future control variables (u←k

, u→k
) and average ambient wind speed Ū←k

, Ū→k
. This wind speed

prediction is computed from the proposed dynamic Fuga model, as discussed in the previous
section. In Eq (17e), the model is corrected by taking into account the power measurements Pk

at current time k. Eq (17f) describes the maximum power output is at the rated power Pmax

and the power coefficient cannot exceed its maximum value Cp. The rate of change in the power
∆P is also limited by its maximum rate ∆Pmax.

The optimization problem (17) can be represented in terms of the LPV model (13) as follows:

min
u→k

nc∑
i=0

(ri|k − yi|k)
T (ri|k − yi|k) + uT

i|kλui|k (18a)

s.t. xk+1 = Axk +B(vk)uk, (18b)

yk = Cxk, (18c)

xf,k+1 = Afxf,k +Bfuf,k, (18d)

vk = hf (xf,k), (18e)

u ≤ uk ≤ ū, x ≤ xk ≤ x̄, ∀i (18f)

Notice that the optimization problem (18) contains an LPV models, thus this cannot be solved
directly by standard quadratic programming (QP). One approach is to solve the problem by using
gradient-based methods (e.g. [26]), which can be computationally unattractive. Alternatively,
quasi-linear MPC can be used [37]. For this problem, the future state sequence x is dependent not
only on the future control input u but also on the future scheduling parameter vk. The parameter
variable v is determined by the input u. One can solve the problem (18) by using an iterative
approach. By fixing the scheduling parameter trajectory v→k

, the optimization problem (18) can

be solved using standard QP solver. Once the input u is found, the parameter trajectory can
then be updated and so is the state prediction. Sequentially, the updated QP problem is solved
repeatedly until the convergence criteria |xl

k − xl−1
k | is met.

Furthermore, an additional cost is introduced to penalise the input u. The effect of tuning
λ ∈ RNT×NT can restrict the changes in the control variable, in other words, the change in
power set-point. Furthermore, by penalising u, we can demand a higher contribution from the
downstream turbine and achieve load equalisation objective.
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Figure 7: High wind speed case Ū = 15 m/s. Top-left: reference signal from the TSO and wind
farm power output. Top-right: individual turbine power outputs. Bottom-left: power coefficient
(control variable) of each turbine. Bottom-right: Tower-base fore-aft bending moments of each
turbine.

1.4 Numerical simulations

This section will demonstrate the effectiveness of the proposed MPC and its capability to track
the power reference from the TSO. Also, it will be shown how the MPC can handle load equali-
sation objective while performing active power control.

1.4.1 Simulation set-up

The wind farm used in this study is a three turbines in a row example, as illustrated in Figure 3.
Three turbines are 5 rotor-diameters away from each other in the stream-wise direction. The
turbines used in this study is the DTU 10-MW reference wind turbine [38]. To demonstrate the
concept, the simulation platform used is also the Dynamic Fuga model. Future work will use a
higher fidelity wind farm simulator such as HAWC2Farm.

The wind farm reference signal used in this study is developed based on the regulation signal
”RegD’, obtained from PJM, an independent system operator in the eastern United States [21].
The wind farm reference signal is defined as follows:

P̄ = min(
1

2
ρAŪ3Cp,maxNT, PratedNT), (19)

Pref = 0.7P̄ + 0.2P̄ rD, (20)

where rD denotes the RegD signal whilst P̄ , Ū denote the time-averaged power generated by the
wind farm under ’greedy strategy’ and time-averaged wind speed in the past, respectively.

1.4.2 High wind speed case

The flow field at hub-height in front of the farm has a mean wind speed of 15 m/s in the stream-
wise direction and turbulence intensity of 5%. The simulation sample time is chosen to be 6 s.
This wind speed is sufficiently high for all turbines in the wind farm to generate the rated power.

The performance of the MPC is shown in Figure 7. The tracking performance of the MPC was
remarkable, where the reference from the TSO is closely matched with the power generated by
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Figure 8: Low wind speed case Ū = 10 m/s. Top-left: reference signal from the TSO and wind
farm power output. Top-right: individual turbine power outputs. Bottom-left: power coefficient
(control variable) of each turbine. Bottom-right: Tower-base fore-aft bending moments of each
turbine.

the wind farm. Furthermore, by formulating the cost function to penalise the upstream turbine
control variable (Cp), the power output is distributed fairly and tower-base fore-aft loads between
turbines are shared equally.

However, there are some limitations of the wind farm simulator on the load aspect. Since
the turbine tower load is computed based on the aerodynamic thrust multiplied by the turbine
hub-height and the sampling period is relatively large, the true turbulent effect on the loads
might not be able to be revealed by the farm simulator.

1.4.3 Low wind speed case

This section presents a case where the wind speed is not sufficient to produce the requested
power from the TSO. The wind speed at hub-height in front of the farm has a mean wind speed
of 10 m/s in the stream-wise direction and turbulence intensity of 5%. The simulation sample
period is 9 s.

Figure 8 shows the performance of the proposed MPC in a low wind speed case. It can be
seen that between 400s and 900s, the available power is not sufficient to generate the requested
power from the TSO. The MPC minimised the tracking error by operating downstream turbines
at a higher output, which gives the highest available power in the wind farm. Notice that the
result might be counter-intuitive. This is because the result is highly dependent on the wind
farm simulator. That means that it is not necessary that the downstream turbines operating at
the highest power would result in the highest power output of the wind farm. It could be that
the wake velocity deficit in the Fuga model is less severe compared to other models.

1.5 Conclusions

The study presents a model predictive control design for wind farm active power control problem.
In particular, a dynamic flow model (Dynamic Fuga) is developed for the MPC in this study,
where the model is formulated based on a static flow model (Fuga) and incorporation of the time
propagation of the control variables and the ambient wake-free wind speeds. Two investigations
were performed in the numerical simulations: (i) high wind speed case and (ii) low wind speed
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case. The proposed MPC controller managed to track the power requested by the TSO in a
high wind speed situation. In the case of low wind speed, the MPC minimises the error between
the reference and wind farm power output. Future work will validate the proposed method on
a higher fidelity wind farm simulator such as HAWC2Farm. In addition, the proposed method
will also be tested on a larger wind farm such as the TotalControl Reference Wind Power Plant.
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2 Closed loop control based on Gaussian wake

model

2.1 Introduction

Large wind farms suffer from performance losses due to the wake interactions between different
turbine rows within the farm. The prevailing control paradigm in industry does not account
for these interactions and instead optimizes operations at the individual turbine level. Conse-
quently, currently operational wind farms operate at a reduced power extraction efficiency with
unnecessarily high fatigue loading. In recent years, the prospect of mitigating harmful wake
interactions in a wind farm through the use of coordinated wind-farm control has inspired many
research efforts. Amongst wind farm control strategies, wake-steering has emerged as a popular
technique by which wakes of upstream turbines in a farm are redirected from the downstream
turbines through yaw control. Axial induction control is another coordinated control methodol-
ogy, in which wind turbines are made to operate at non-ideal operating set-points, which leads
to weaker wakes and hence higher power extraction by downstream turbines.

A previous TotalControl deliverable used an offline wake model to determine optimal wake
steering set-points for two wind farms operating under different atmospheric conditions, with the
goal of maximising overall wind farm power production [39]. These set-points were thereafter
tested through simulations in a high fidelity LES environment (without feedback), to validate
an open-loop control methodology. While significant power gains were obtained, further analysis
exhibited discrepancies in the predictions from the wake model and the measurements from LES.
These errors arise due to an inherent weakness of the wake models, whose accuracy depends upon
analytical wake expansion parameters which may not be reliable for all operating conditions.
Additionally, in the previous open-loop control simulations, it was assumed that the atmospheric
conditions remain unchanged, something which is not realistic for wind farms in the field that
are constantly subjected to varying inflow conditions. To overcome these shortcomings, a closed-
loop control methodology is developed in which measurements are taken from the LES domain
for calibrating the wake model parameters for improved predictions. A closed-loop framework
with feedback would also allow for dynamically changing inflow conditions which is essential to
accurately control wind farms to obtain the desired objective.

This part is organised as follows: First, a reference wind farm database is detailed which is
used as a basis to showcase the effect of closed-loop control. Then, the different aspects of the
closed-loop control framework are detailed. The next section details the results in which com-
parisons are made between open-loop and closed-loop control on the basis of power production,
yaw dynamics and fatigue accumulation in the turbines. Finally, the conclusions and future work
are outlined in the last section.

2.2 Reference database

The wind farm considered in this study is the TotalControl Reference Wind Power Plant (TC-
RWP), which is a virtual wind farm designed to develop coordinated wind-farm control strate-
gies, and has been previously used to develop a publicly available reference wind-farm database
comprising of LES numerical measurements spanning different atmospheric conditions and wind
directions across the farm. The farm consists of 32 DTU 10MW turbines [40], separated by 5D
stream-wise and span-wise spacing in a 4 row configuration, as seen in Figure 9. The database
is composed of power, velocity and blade loading time series from all the turbines, across dif-
ferent inflow conditions and wind directions. Two different boundary layers types, Pressure
Driven Boundary Layers (PDBL) and Conventionally Neutral Boundary Layers (CNBL), are
fed into the wind farm using the precursor method and the operation is simulated in SP-Wind,
an in-house aeroelastic LES code developed at KU Leuven over the past 15 years [41, 42, 43].
Specifications of the different cases from the reference database used in this study are detailed
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Figure 9: Planview of TCRWP layout comprising of 32 DTU 10MW turbines. Turbines are
numbered 1 to 32 bottom to top and left to right.

in Table 1, where PDk refers to the PDBL inflows and CNk refers to the CNBL inflows. The
subscripts 2 and 4 for the CNBL cases denote the capping inversion strength, and all the inflows
have a base wall roughness length of z0=2× 10−4 m. Additional information about the database
can be found in the publicly available zenodo repositories [44, 45, 46, 47, 48, 49].

2.3 Closed loop control

An overview of the closed-loop methodology is shown in Figure 10, and the following subsections
elaborate on its different components.

Table 1: Specifications of the reference database

Case No. Inflow Wind direction Hub height wind speed Hub height TI
1 PDk 0° 9.4m s−1 5.15%
2 CNk2 300° 11.0m s−1 3.66%
3 CNk2 330° 11.0m s−1 3.66%
4 CNk4 300° 11.3m s−1 3.65%
5 CNk4 0° 11.3m s−1 3.65%
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Figure 10: Closed loop wind farm control methodology. Calibration is required based on mea-
surements from a plant to improve state model. LES is used as a substitute for real wind farm
operation.

Table 2: Summary of the general domain and time parameters for LES in SP-Wind

Domain size Lx × Ly × Lz 16× 16× 1.5 km
Grid Nx ×Ny ×Nz 1200× 1200× 225
Resolution ∆x ×∆y ×∆z 13.33× 13.33× 6.66m
Wind farm spin-up time Tspin 15min
Simulation time T 60min
LES time step ∆tLES 0.5 s
Structural time step ∆tMBS 0.01 s

2.3.1 Flow model - SP-Wind

The Flow model used to test the optimally determined set-points is SP-Wind, an in-house Large
Eddy Simulation code built on a high-order flow solver developed over the last 15 years at
KU Leuven [50, 51, 52]. SP-Wind solves the three-dimensional, unsteady, and spatially filtered
Navier-Stokes momentum and temperature equations, with wind turbines contributing to the
forcing terms in the equations. Spatial discretization is performed in the horizontal and span-
wise directions by using pseudo-spectral schemes while a vertical fourth-order energy-conservative
finite differences are used in the vertical direction. The equations are marched in time using a
fully explicit fourth-order Runge-Kutta scheme, and grid partitioning is achieved through a
scalable pencil decomposition approach. The turbines in the flow domain are paremeterized
using the Aeroelastic Actuator Sector Method (AASM) [53]. Subgrid-scale stresses are modeled
with a standard Smagorinsky model with Mason and Thomson wall damping [51].

Wind farm simulations are run for a period of 75 minutes, which includes a 15 minute start-up
period for the settling of initial transients. The entire wind farm is rotated in the flow domain
to simulate different wind directions. The structural and aerodynamic properties of the DTU 10
MW turbine tower and blades, and the DTU Wind energy controller are used to simulate the
turbine operation [40]. Numerical specifications of the LES are provided in Table 2.

2.3.2 State estimation

In order to optimize the performance of the wind farm, the state model, which is detailed in
the next section, requires information regarding the current operating conditions of the turbines
within the farm. This includes the following:
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• Power production of all turbines

• Current control states of all turbines (yaw angle, pitch angle, rotational speed)

• Inflow wind speed

• Inflow turbulent intensity

• Wind direction.

While the first 2 items are readily available as measurements or outputs of the wind farm,
accurate measurements of the latter 3 items are not usually available in commercial wind farms
and need to be estimated. In the current work, we focus on estimating the inflow wind speed of
the farm, while the turbulence intensity and wind direction are taken directly from the reference
database detailed in Table 1.

The inflow wind speed is estimated by the following expression,

Ub = argminŨb

(
1

NU

∑(
P̄i − P̂i(ϕ, Ũb, γ̄i)

)2)
(21)

where P̄i is the time averaged power output from LES and P̂i is the predicted power by the
wind farm state model, per turbine i. NU is a set of the upstream wind turbines of the farm,
which has been previously determined based on the wind direction ϕ. The averaging time for the
measurements depends upon the sampling time ts, which is the regular constant time interval
after which the closed-loop control framework is executed.

2.3.3 Wake model

In the developed closed-loop control, an analytical wake model serves as the state model for the
wind farm operation which is used for optimizing performance. Assuming that the wakes in the
wind farm are carried by the background flow U b(x), the flow field in the farm is then given by
the velocity field UNt

, which is constructed using the recursive formula [54]

U i(x) = (U i−1(x) · e⊥,i)(1−Wi(x))e⊥,i + (U i−1(x) · e∥,i)e∥,i, for i = 1, ...., Nt (22)

The starting term of the recursion is given by Uo(x) = U b(x), which is an input to the model.
Unit vectors e⊥,i = (cosθi, sinθi) and e∥,i = (−sinθi, cosθi) account for the incoming wind
direction and yaw angle at turbine i. The wake deficit Wi is evaluated using the Bastankhah
model [55], according to which the wake deficit behind a yawed turbine is evaluated as a function
of stream-wise coordinates using the equation

W (x) =

(
1−

√
1− CT cosγ

8σxσy

D2

)

)
exp

[
−1

2

{(
z − zh
σz

)2

+

(
y − δ

σy

)2
}]

(23)

where γ is the turbines yaw angle, CT is the wind turbine thrust set-point coefficient, δ is the
wake deflection and D is the turbine rotor diameter. σy and σz are wake widths of the turbine at
the downstream location, which in turn depend upon the wake growth rate kw and the near-wake
length x0 according to the following expressions

σy

D
= 0.35 cos γ + kw ln

[
1 + exp

(
x− x0

D

)]
(24)

σz

D
= 0.35 + kw ln

[
1 + exp

(
x− x0

D

)]
(25)

Further details of the wake deficit model and its parameters can be found in the references [55,
56]. The inflow velocity of each turbine i is finally evaluated across the disc area at observation
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points which are distributed across the disc according quadrature rule with Nq = 16 points. The
quadrature-point coordinates are denoted by xk,q and are chosen following the rule proposed
by Holoborodko with uniform weighting factor of wq = 1/Nq [57]. The inflow velocity at each
turbine, Si, is therefore calculated as

Si =

Nq∑
q=1

wqS(xi,q) (26)

Where, S(x) = ||U(x)||2. The inflow velocity at each turbine is then finally used to evaluate the
power production of the turbine, which is obtained by interpolating the performance curve of
the DTU 10MW turbine [40].

2.3.4 Model tuning

The analytical model referred to section 2.3.1 is used to evaluate the performance of the TCRWP,
simulating the same cases as the reference wind-farm database [58]. Wake expansion parameters
kwi of every turbine in the farm are then optimally tuned to minimize the error between individual
wind turbine power production as predicted by the wake model and SP-Wind. The minimization
problem for parameter tuning can thus be defined as

min
ω

1

Nt

Nt∑
i=1

(
P̄i − P̂i(ω)

)2
+ λ

Nt∑
i=1

ωi
2 (27)

where ω = kw1, kw2, ...., kwNt
is a vector comprising of wake expansion parameters of the turbines

within a farm. To prevent over-fitting of the model, a regularizing penalty term is introduced in
the above optimization problem using ridge-regression through the ridge parameter λ [59]. The
minimization problem is subsequently solved using the SLSQP solver from the SciPy package
[60].

2.3.5 Optimization methodology

Having computed the inflow velocities at each turbine through the wake model, and after tuning
the model based on the current power measurements within the farm, an optimization problem
can be defined to maximise the total wind farm power prediction as follows

min
γ

− 1 ∗
Nt∑
k=1

1

2
ρCP (γk)AkU

3
k (γ),

s.t. − π

6
< γ <

π

6
.

(28)

In the above equation, CP is the coefficient of power of each turbine, evaluated for a yaw angle
γk according to the cosine power law [61]. γ is a vector containing the yaw set-points for all
the turbines across the farm, γ = [γ1, γ2, ..., γNt

]. The optimization problem is then solved to
obtain optimal yaw angles for all the turbines within the wind farm using the SLSQP solver
from the SciPy Python package, while utilizing the multi-start approach of basin-hopping to
avoid local minima [60]. The optimization methodology has been previously used for determining
optimal wake steering set-points for the TCRWP for the reference database though wake steering,
exhibiting gains up to 25% [62]. The methodology has also been extended to include the effect
of induction control by changing the thrust set-points of the turbine through pitch or rotational
speed control [63].

2.3.6 Formulation of closed-loop control

The formulation of the closed-loop control framework is summarized in Figure 11. Since the
developed wake model makes use of a static wake model, model dynamics are accounted for in a
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Figure 11: Flow of information in the quasi-static closed-loop control framework.

quasi-static sense by executing the closed-loop framework at regular fixed intervals of ts. At each
optimization step, the Fortran based LES code SP-Wind calls the python based analytical wake
model through system calls. Time averaged measurements are then taken from the wind farm
operating in the LES domain, which are then used to first estimate the inflow wind speed, followed
by model calibration and finally wind farm performance optimization. The turbine control
parameters are designated by Ψ, and include the optimal yaw set-point for all the turbines within
the farm to obtain the optimization objective. While induction control and fatigue minimization
can be included in the objective function, the current work is limited to power maximization
through wake steering for simplicity. The choice of sampling time ts can have a major impact on
the performance of the framework and the resulting wind farm performance, but as a first step
it is set to 10 s. Once the optimal set-points are determined, they are sent back to SP-Wind.
The turbines in the LES domain track the dynamically changing set-points based on the yaw
and pitch rate limitations of their actuators, which are 0.3 deg/s and 10 deg/s respectively for
the DTU10MW turbine.

2.4 Results

2.4.1 Wind farm power production

Total wind farm power gains obtained via closed-loop control, and a comparison against the
gains obtained from open-loop control is shown in Figure 12. In both the control methodologies,
the base case is taken as when all the turbines are operating in ’greedy’ control. While significant
power gains are obtained through wake steering in all the cases, closed-loop control appears to
outperform open-loop control in only two out of the five cases from Table 1. This could be
attributed to two factors. Firstly, in a previous work it was observed that the deepest 8 turbine
arrays of cases 1 and 5 due to a northerly wind direction lead to higher errors when comparing
the power predicted by the wake model and LES [64]. Therefore, the calibration step in the
developed closed-loop framework leads to improvement of the state model, resulting in optimal
wind farm yaw set points which produce higher farm-wide power production for only these two
cases. Secondly, the chosen sampling time of ts in the current study could have been too short,
resulting in a large variation in the estimated inflow conditions, leading to a large variation in
the optimal yaw angles determined by the model due to the sensitivities of the wake model, as
remarked upon in previous literature [61]. This is evident from Figures 13 and 14, which show
the large variability of the yaw angles. Large jumps in yaw angles during the simulation time
can be observed, with some turbines changing from a large positive angle to a large negative
angle. These large jumps could have a detrimental effect on turbine performance due to unsteady
aerodynamics and cause yaw fatigue.
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Figure 12: Total wind farm power gains for closed-loop and open-loop control with respect to
greedy control.

Figure 13: Variability of optimal yaw angles determined by the wake model for case 4.

Figure 14: Optimal yaw angles time series for 4 upstream turbines in case 5.
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Figure 15: Total wind farm blade root flapwise DEL gains for closed-loop and open-loop control
with respect to greedy control.

2.4.2 Effect on fatigue

To determine the effect of closed loop control and the observed excessive yaw variation on the
structure of the turbines, we use Damage Equivalent Loads (DELs) to quantify the increase
in fatigue when compared against open-loop optimization. DEL of each turbine is computed
using the Palmgren–Miner rule and the Wöhler equation to account for accumulating fatigue
damage caused to the wind turbine components by the fluctuating structural loads [65].The loads
time series are counted and binned into individual cycles using the rainflow-counting algorithm
[66], and for the wind turbine blades the components follow the Wöhler’s curve with a slope
coefficient equal to 10. Results of the DEL analysis are presented in Figure 15, in which the
cumulative flapwise root bending DEL increase is compared for the open-loop and closed-loop
control methodologies against the base greedy reference operation. A direct consequence of the
larger yaw variation can be seen in the increase in cumulative DEL in the closed-loop control
when compared to open-loop control. This implies increased fatigue accumulation and shortened
operational life-time of turbine blades.

2.5 Conclusions and future work

In this work, a closed-loop control framework was developed which used an analytical wake model
as the wind farm state model for optimizing power production in LES. Through online state
estimation, model calibration and optimal wake steering, the power production of a reference
wind farm was increased when compared to a base greedy operation case. When compared to
open-loop control, it was observed that in only 2 of the tested 5 cases the closed-loop controller
was able to outperform previously obtained open-loop control results. This could be attributed
to the large variation in the optimal yaw angles during the operation of the wind farm. The
increased variation in yaw angles also lead to increase in turbine fatigue. Future work will
focus on improving the closed-loop control framework by investigating the effect of sampling
time and addressing the strong yaw angle jumps. The framework could also be extended by
incorporating turbulence intensity and wind direction estimators to increase its usability in a
real wind farm environment. Furthermore, testing the framework while subjected to dynamically
changing inflow conditions could also be of interest.
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of wind farm active power control with a coordinated load distribution. Journal of Physics:
Conference Series, 1037(3), 2018.
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